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1. Introduction

One of the major challenging issues in modern nonlinear control is the one related to the application of Nonlinear Model Predictive Control (NMPC) schemes (Mayne, Rawlings, Rao, & Scokaert, 2000) to nonlinear systems showing fast dynamics. Indeed, for such systems, the number of iterations that may be needed to reach a sufficiently good solution to the underlying open-loop optimal control problem may be beyond what is reasonably possible to achieve in the available computation time. Since the early work (Alamir, 2001) that first suggested the idea of distributing the computation during the real system lifetime, this idea is now widely shared in the NMPC community and many works emerged that are related to the conceptual issues (Alamir, 2006; DeHaan & Guay, 2007; Diehl, Bock, & Schlöder, 2005; Ohtsuka, 2004) as well as to successful applications (Alamir, 2006; Alamir et al., 2009; Ortner, Bergmann, Ferreau, & del Re, 2009; Shimizu, Ohtsuka, & Diehl, 2006) to cite a few works.

This paper proposes a novel solution that addresses the above problem for a class of NMPC formulations. The basic idea is to update a moving horizon quadratic approximation of the cost function as a function of both the state and the control parameters. A particularly appealing feature is that a high number of realizations of the cost function are computed using a relatively low number of system simulations. In many aspects, the proposed scheme follows the lines suggested in a series of works of Conn and co-workers (see for instance Conn, Gould, and Toint, 2006) who addressed the problem of free-derivative optimization in the particular case where the computation of the cost function is particularly expensive.

The paper is organized as follows: First, the principle of real-time parameterized NMPC is recalled in Section 2 which clearly states the class of NMPC formulations that are covered by the proposed approach. The proposed solution is presented in Section 3 together with some convergence analysis results. The efficiency of the proposed solution is investigated in Section 4 through an illustrative example. Finally Section 5 concludes the paper and gives some hints for future work.

2. Recalls on parameterized NMPC

Let us consider discrete-time nonlinear systems given by:

\[ x(k + 1) = f(x(k), u(k)) \] (1)

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \) denote the state and the control vectors respectively. Classical NMPC is defined by computing at each decision instant \( k \) an optimal sequence of future control actions:

\[ u(k) = [u^1(k), \ldots, u^T(k + N_0 - 1)]^T \in U(x(k)) \] (2)

that minimizes some cost function depending on the current state \( x(k) \). The first control in the optimal sequence \( \hat{u}(k) \) is applied during the time interval \([k, k+1]\) at the end of which the whole process is
repeated leading to an implicit state feedback $u(k) = K(x(k)) = \hat{u}^{(i)}(k) \in \mathbb{R}^r$. The parameterized NMPC formulations on which this paper is focused are those in which the admissible set $\mathcal{U}(x) = \mathbb{U}$ is state independent and defined by a low dimensional parameter vector $p \in \mathbb{R}^r$, namely:

$$\mathcal{U} := \{ u \mid u^{(i)} = \mathcal{U}(i, p) \text{ where } p \in \mathbb{P} \}$$

for some predefined parameterization map $\mathcal{U}$ that structurally incorporates control related constraints. Consequently, the cost function can be expressed as a function $J(x, p)$ of the initial state and the parameter vector. At each $k$, the optimal parameter vector $p^*(x(k)) := \arg \min_{p \in \mathbb{P}} J(x(k), p)$ is computed and the corresponding control $\mathcal{U}(0, p^*(x(k)))$ is applied on $[k, k+1]$ and so on.

**Remark 1.** The fact that the admissible set $\mathbb{U}$ is state independent implicitly means that all potential state related constraints are taken into account (through appropriate barrier-like weighting terms) in the definition of the cost function. It is assumed that the resulting formulation (when computed exactly regardless real-time constraints) leads to closed-loop stability that is based on the following inequality expressing the decrease of the cost function:

$$J^f(x(k+1)) - J^f(x(k)) \leq -W(x(k))$$

where $J^f(x) := J(x, p^*(x))$ while $W$ is some positive definite function. This contribution focuses on real-time implementation of the resulting state constraints-free formulation. Consequently, there is no underlying feasibility issue to be addressed.

When systems with fast dynamics are considered, short sampling time is needed and it is no longer possible to consider that the optimal solution $p^*(x(k))$ can be obtained in a small fraction of the sampling period. Instead, the parameter vector $p$ becomes an internal state of the controller that has to be updated continuously so as to hopefully recover the above ideal situation asymptotically.

An extended dynamical system is then obtained that can be formally written as follows:

$$x(k+1) = \mathcal{F}(x(k), p(k)) := f(x(k), \mathcal{U}(0, p(k)))$$

$$p(k+1) = \mathcal{A}(p(k), x(k), \Theta(k))$$

where $\Theta$ gathers the internal state of the updating algorithm while $\mathcal{F}$ and $\mathcal{A}$ are updating functions that have to be defined which is precisely the aim of this paper.

In the sequel, the notation $\mathcal{U}^{(i)}(x, p)$ denotes the solution at instant of $[1]$ of the control sequence defined by $p$ and starting from the initial state $x(0) = x$.

3. The proposed real-time framework

First of all, it is assumed that the following property is satisfied (Alamir, 2006):

**Assumption 1.** The parameterization map $\mathcal{U}$ is such that for all $p \in \mathbb{P}$, there is a parameter value $p^* \in \mathbb{P}$ such that:

$$\forall i \in \mathbb{N} \quad \mathcal{U}(i+1, p) = \mathcal{U}(i, p^*)$$

This is in particular satisfied as soon as exponential parameterization is involved (see Alamir, 2006 and the illustrative example of Section 4). Moreover, we assume throughout the paper that the admissible parameter set $\mathbb{P}$ is a hypercube in $\mathbb{R}^m$. In the sequel, the following notation is used to designate successive applications of the operator $(+)$ invoked in **Assumption 1**:

$$p^{0+} = p; \quad p^{+} = p^{(i-1)+}$$

Similarly, given a pair $z = (p, x)$, the compact notation $z^+ = (p^+, x^+)$ where $x^+ = \mathcal{F}(x, p)$ will be used together with the following multi-step notation:

$$z^{0+} = z; \quad z^{+} = \left[ z^{((i-1)+) \rightarrow} \right]^T.$$  

Note that by using this notation, the cost function becomes a function of the variable $z$. Based on the above, the following fact that lies in the heart of the proposed approach can be emphasized:

**Fact 1.** Assume that a cost function $J$ is defined using a prediction horizon $N_p$. Given a pair $z = (p, x)$, the computation of the corresponding system’s trajectory over a horizon of length $N_p + r$ provides $(r+1)$ realizations of the function $J(z)$, namely $[J(z^{+})]_{i=0}^{r}$ where $z^{+}$ is the pair defined by (10).

**Fact 2.** Consider the system at instant $k-1$ with the state $x(k-1)$ and the parameter $p(k-1)$. For any given discrete set $\Lambda(k)$ containing $n_{\text{max}}$ elements of $\mathbb{P}$, one can compute the $((r+1) \cdot n_{\text{max}})$ realizations of the cost function $J(z)_{z \in \Lambda(k)}$ where $\Lambda(k)$ is the set defined by:

$$\Lambda(k) := \{ \hat{z}(k), p \}^{+} \mid \{ p, i \} \in \Lambda(k) \times \{ 0, \ldots, r \}$$

in which $\hat{z}(k) := \mathcal{F}(x(k-1), p(k-1))$ is the predicted state at the beginning of the next sampling period. Moreover, the computation of these $(r+1) \cdot n_{\text{max}}$ realizations needs only $n_{\text{max}}$ system simulations over a prediction horizon of length $N_p + r$.

The idea is to compute a moving-horizon quadratic approximation of $J(z)$ based on the data:

$$\Theta(k) := \{ D(k), \cdots, D(k-N_m + 1) \}$$

in which

$$D(k) := [Z(k), J(z)]_{z \in \Lambda(k)}.$$  

Note that $\Theta$ is precisely the internal state that is involved in (6)–(7). Note also that the data contained in $\Theta(k)$ involves those pairs of $z$’s including $\hat{z}(k-j), p^{+}$ where:

$$i, j, p \in \{ 0, \ldots, r \} \times \{ 0, \ldots, N_m - 1 \} \times \Lambda(k-j).$$

This represents $n_{\Theta} := (r+1) \cdot N_m \cdot n_{\text{max}}$ realizations of the cost function in the variable $z$. Remember that these realizations can be used during each sampling period while only $n_{\text{max}}$ new system simulations are performed.

Based on (12), the updating law $\mathcal{D}$ for $\Theta$ is straightforward: at instant $k+1$, drop the oldest data $D(k-N_m + 1)$ and use the newest data $D(k+1)$. The fact that according to (7), $D(k+1)$ depends on $p(k)$ is due to the definition of the set $\Lambda(k+1)$ (see (18) hereafter).

The data contained in $\Theta(k)$ can be used to compute a quadratic approximation of the cost function:

$$\hat{J}_k(z) = J_0^k + L_k^1 z + L_k^2 Q_k z = : \Phi(z) \cdot q$$

where $Q_k$ is nonnegative symmetric. Note that $q$ is the vector of the coefficients gathering $J_0^k$, the coefficients of $L_k^1$ and the upper-diagonal coefficients of $Q_k$ involved in (15). Consequently, the quadratic approximation involves $n_{\Phi} = (1+n_i)(1+n_i/2)$ unknowns that are gathered in a single vector $q(k)$. The value of $q$ is computed by minimizing the following least squares criterion:

$$q(k) := \arg \min_q \left\{ \| A(\Theta(k)) q - B(\Theta(k)) \|^2 \right\}$$

where $\varepsilon > 0$ is a regularization coefficient. Note that $A(\Theta)$ and $B(\Theta)$ are obtained by concatenating the set of linear equations representing (15) for all $z$’s contained in the data set $\Theta(k)$. Note that because of the structure of $\Theta(k)$ that incorporates newly acquired data at each sampling period, it is straightforward that (16) can be solved using recursive least squares in which a forgetting factor $\mu \in [0, 1]$ is used. This leads to the following fact:

**Fact 3.** The computational burden that is related to the identification of the cost function corresponds to the solution, at each sampling period, of an unconstrained linear least squares of dimension $n_{\Phi} := (r+1) \cdot n_{\text{max}} + n_{\Theta}$ in $n_{\Theta}$ unknowns.
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the matrix \[ \Delta(\rho) \] has full rank \( n_p \).
Moreover, the \( \delta(\rho) \) are chosen on the edge of the hypercube centered at \( 0 \) and of length \( \rho \).
Once \( \Delta(\rho) \) is chosen, let us define \( N_{m} \) discrete sets \( \Delta^{(j)}(\rho) \), \( j \in \{0, \ldots, N_{m} - 1 \} \) containing each \( n_{\text{max}} \) elements of \( \Delta(\rho) \) and such that:
\[ \Delta(\rho) = \bigcup_{j=0}^{N_{m} - 1} \Delta^{(j)}(\rho) \]  
(17)
with the trivial condition \( n_{\rho} \leq n_{x} \leq N_{m} \cdot n_{\text{max}} \). Fig. 1 shows an example of such subsets when \( n_{x} = 2, n_{\rho} = 8, n_{\text{max}} = 2 \) and \( N_{m} = 4 \). Now, given the subsets \( \Delta^{(j)}(\rho) \) and the current value \( \rho(k-1) \) of \( \rho \), the definition of the subsets \( \Delta(k) \) is given by:
\[ \Delta(k) := Pr(\rho(k-1) + \Delta^{(j)}(\rho(k-1)), \mathbb{P}) \]
(18)
\[ j(k) := (j(k-1) + 1) \mod (N_{m}) \]
(19)
where for a discrete subset \( \mathbb{D} \subset \mathbb{R}^{n_{p}} \), the notation \( Pr(\mathbb{D}, \mathbb{P}) \) denotes the discrete set obtained by projecting all the elements of \( \mathbb{D} \) on the hypercube \( \mathbb{P} \). In the next section, it is shown how \( \rho \) is updated by implementing a trust-region like iteration.

3.2. Trust region updating law of \( \rho \)

Remember that \( \rho \) controls the size of the neighborhood of the current value of \( p \) over which the search for a better value is done based on the current quadratic approximation of the cost function. Note that on one hand, \( \rho \) must be sufficiently high in order to enhance rapid decrease of the distributed-in-time algorithm. But on the other hand, small values of \( \rho \) might be required in order for the quadratic approximation to be relevant. Based on the above discussion, \( \rho \) is increased if the quadratic approximation is efficient at decreasing the cost function while it is decreased in case of failure.

More precisely, the following Quadratic Programming (QP) problem is first solved to obtain the candidate value \( p_{c}(k) \):
\[ p_{c}(k) := \arg \min_{p \in \mathcal{P}(k)} \left\{ J_{c}(\hat{x}(k), p) \right\} \]
(20)
where \( \mathcal{P}(k) \) is the hypercube given by:
\[ \mathcal{P}(k) := \text{Conv}\left\{ \mathbb{P}\left( p_{\rho}^{+}(k-1) + \Delta(\rho(k-1)), \mathbb{P} \right) \right\} \]
(21)
while \( J_{c}(\hat{x}(k), p) \) is the value of the identified quadratic approximation of \( J \) at \( (\hat{x}(k), p) \). Note that (20) is a quadratic programming problem of dimension \( n_{p} \) since \( x \) is fixed to \( \hat{x}(k) \). Once the candidate value \( p_{c}(k) \) is obtained, the true corresponding cost is computed by simulating the system using the pair \( (\hat{x}(k), p_{c}(k)) \) to obtain \( J_{c} := J(\hat{x}(k), p_{c}(k)) \). The quadratic approximation is declared relevant if the following inequality holds:
\[ J_{c} < \min \left\{ J(\hat{x}(k), p) \mid p \in \Delta(k) \right\} \]
(22)
This leads to the following updating law for \( \rho \):
\[ \rho(k) := \begin{cases} p_{\rho}^{+} \cdot \rho(k-1) & \text{if (22) is satisfied} \\ \hat{p}_{\rho}^{-} \cdot \rho(k-1) & \text{otherwise} \end{cases} \]
(23)
where \( p_{\rho}^{+} \geq 1 \) and \( \hat{p}_{\rho}^{-} \in [0, 1] \) are respectively the expansion and the contraction factors. Finally, the updating law \( \delta \) for \( p \) that has been invoked in (6) is given by:
\[ p(k) := \begin{cases} p_{c}(k) & \text{if (22) is satisfied} \\ p^{+}(k-1) & \text{otherwise} \end{cases} \]
(24)
where \( p^{+}(k-1) \) is the translated value of \( p(k-1) \) that is invoked in Assumption 1. This enables consistency to be enhanced. Note that the updating law (24) is of the form (6) since condition (22) depends on \( \hat{x}(k) = \mathbb{F}(x(k-1), p(k-1)) \).

3.3. Computational burden

The computational effort during a single sampling period is mainly due to the following operations:
- Solving the resulting linear system of equations of dimension \( n_{\rho} := n_{\text{max}} \cdot (t + 1) + n_{x} \) in \( n_{p} \) unknowns.
- Solving the QP problem (20) with \( n_{p} \) decision variables and \( 2n_{p} \) constraints.
- Simulating the system model \( n_{\text{max}} + 1 \) times to update \( \Theta(k) \).

Table 1 shows the computational times needed to perform the main tasks involved in the proposed algorithm with Matlab 2011a running on a Mac OS X platform with 8GB-RAM and a 2.3 GHz Intel Core i7 processor. This clearly shows that the proposed algorithm would be compatible with current real-time platforms as far as the proposed example is concerned.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Computation times needed to achieve the tasks involved in the proposed scheme. These times are taken to be the worst among 1000 random trials as long as the least squares and the QP times are concerned. For the 4th order Runge-Kutta simulation times, the results are obtained for the example system studied in Section 4 hereafter. Evaluation has been done for Matlab 2011a software running on a Mac OS X platform with 8GB-RAM and a 2.3 GHz Intel Core i7 processor. (Remember that ( n_{\text{max}} + 1 ) system simulations are necessary.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Least squares</td>
<td>15</td>
</tr>
<tr>
<td>QP</td>
<td>20</td>
</tr>
<tr>
<td>RK4 (( N_{m} = 150 ))</td>
<td>18</td>
</tr>
<tr>
<td>Total (( n_{\text{max}} = 1 \rightarrow 12 ) simulations)</td>
<td>71</td>
</tr>
</tbody>
</table>

3.4. Convergence analysis

In this section, some results concerning the convergence of the proposed framework are given. First of all, the following definition is needed:

**Definition 1.** A function \( F \) defined on \( \mathbb{R}^{n} \times \mathbb{R}^{n_{p}} \) is said to be strictly convex in \( p \) uniformly in \( x \) if the following conditions hold:
- \( F(x, \cdot) \) is strictly convex for all \( x \)
- There is a constant \( \kappa \) such that for all \( x \), one has:
\[
\left| \frac{\partial F}{\partial p}(x, p) \right| \geq \kappa \cdot \| p - p^*(\kappa) \|
\]

where \( p^*(\kappa) \) is the global minimum of \( F(x, \cdot) \).

Let us first consider the following lemma:

**Lemma 3.1.** In the case where the dynamic system (1) is obtained by discretizing a continuous ODE with a sampling period \( \tau > 0 \). For all \( n_{\text{max}} \geq 1 \) and provided that \( \varepsilon = 0 \) is used in (16), if the following condition holds over the closed loop trajectory:

\[
\text{span} \left\{ \bigcup_{j=1}^{n_{\text{max}}} H(k-j) \right\} = \mathbb{R}^n
\]

the following inequality holds over the closed-loop system trajectory:

\[
J(x(k), p(k)) = \hat{J}_k(x(k), p(k)) + O(\rho^3(\kappa, \tau))
\]

where \( O(\cdot, \cdot) \) vanishes when its two arguments vanish.

**Proof.** Note that when \( \tau \to 0 \), all the instantiations of \( J \) contained in the date set \( \Theta(k) \) are obtained for roughly the same value of \( x \) since the differences between the \( n_{\text{max}} \) successive states tend to 0. Moreover, thanks to (26), the identification is done using a regular set of values of \( p \). Since any function is locally quadratic, the result follows for \( \tau \to 0 \). This with the definition of the term \( O(\rho^3(\kappa, \tau)) \) ends the proof. \( \square \)

Based on Lemma 3.1, the following result can be stated:

**Lemma 3.2.** Assume that

1. the dynamic system (1) is obtained by discretizing a continuous ODE with a sampling period \( \tau > 0 \)
2. the original system shows no finite escape time
3. the cost function \( J(x, \cdot) \) is strictly convex in \( p \) uniformly in \( x \) in the sense of Definition 1
4. \( p \) and \( p^* \) invoked in Assumption 1 are such that: \( \| p^* - p \| = O(\tau) \)
5. \( \bar{P} = \mathbb{R}^n \).

Then the following inequality holds over the closed-loop system trajectory:

\[
\hat{J}_k(\kappa(k^+), p(k^+)) \leq \hat{J}_k(x(k), p(k)) - K_1(\| \Delta p(k^+) \|) 
\]

\[
\cdot \rho(\kappa^+) + O(\rho^3(\kappa^+)) + O(\rho^2(\kappa^+))
\]

where \( \kappa^+ = k + 1 \) and

- \( K_1, K_2 \) are continuous positive definite.
- \( \Delta p(\kappa^+) := p^*(\kappa) - p^*(\kappa^+) \)
- \( p^*(\kappa) \) is the minimizer of \( J(x, \cdot) \) over \( \bar{P} \).

**Proof.** Since \( J \) is supposed to be strictly convex in \( p \) uniformly in \( x \), for sufficiently small \( \rho(\kappa^+) \), it happens that the resulting local quadratic approximation \( \hat{J}_k \) inherits this property. Now since \( p^*(\kappa^+) \) is obtained by minimizing \( J(x(k), \cdot) \) over a hypercube \( \mathcal{P}(\kappa^+) \) of size \( \rho(\kappa^+) \) centered at \( p^*(\kappa) \) [see (20)–(21)], it can be inferred from the strict uniform convexity of \( \hat{J}_k \) that the following inequality holds:

\[
\hat{J}_k(\kappa(k^+), p(k^+)) \leq \hat{J}_k(x(k^+), p^*(\kappa^+)) - K_1(\| \Delta p(k^+) \|) \cdot \rho(\kappa^+) + O(\rho^3(\kappa^+))
\]

for some continuous positive definite function \( K_1 \). This is because far from \( p^*(\kappa^+) \), the hypercube \( \mathcal{P}(\kappa^+) \) necessarily contains a descent direction for the strictly uniformly convex function \( \hat{J}_k \), moreover this descent direction is admissible for the optimization problem (20)–(21) since \( \mathcal{P} = \mathbb{R}^n \). This leads to a decrease with respect to the initial guess \( p^*(\kappa) \) (the center of the hypercube of search) that is a positive definite function of the hypercube size \( \rho(\kappa^+) \).

Now using the two following facts (which are implied by the assumptions (1) and (4) of the current lemma):

\[
\| p^* - p \| = O(\tau); \quad |x(k) - x(k^+)| = O(\tau)
\]

together with (29) clearly gives (28). \( \square \)

The above two lemmas enables the main result to be stated:

**Proposition 3.1.** Under the conditions of Lemmas 3.1 and 3.2, the use of a constant trust region radius \( \rho(\kappa) = \rho \) [namely \( \rho(0) = \rho \), \( \beta^+ = \beta^- = 1 \)] leads to a closed-loop trajectory satisfying the following asymptotic property:

\[
\lim_{k \to \infty} \| p(k^+) - p^*(x(k^+)) \| = O(\rho, \tau)
\]

Consequently, if the ideal parametrized formulation (without distributing the computation over time) asymptotically stabilizes the origin \( x = 0 \) then the proposed formulation leads to a practical stability with a final attractive region with a radius that is of the form \( O(\rho, \tau) \).

**Proof.** First of all, note that (31) is a direct consequence of (29) in which (27) is used for \( k \) and \( k^+ \). Indeed, merging the above equations leads to:

\[
J(x(k^+), p(k^+)) \leq J(x(k), p(k)) - K_1(\| p^*(k) 
\]

\[
- p^*(x(k^+)) \|) \cdot \rho(\kappa^+) + O(\rho^2(\kappa^+), \tau)
\]

and since \( \rho(\kappa^+) = \rho \), one obtains:

\[
J(x(k^+), p(k^+)) \leq J(x(k), p(k)) - K_1(\| p^*(\kappa^+) \|) \cdot \rho + O(\rho^2, \tau)
\]

therefore \( p^*(k) \) converges to a neighborhood of \( p^*(x(k^+)) \) of size \( O(\rho, \tau) \) and since \( \| p(k^+) - p^*(k) \| \leq \rho \). This clearly gives (31).

To prove the remaining part of the proposition, it suffices to note that under the assumption of asymptotic stability in the ideal case, one would have:

\[
J^*(x(k^+)) - J^*(x(k)) \leq -W(x(k))
\]

where \( J^*(x) := J(x, p^*(x)) \) while \( W \) is some positive definite function. Now using (31), some classical continuity arguments together with the invariance principle leads to:

\[
\lim_{k \to \infty} W(x(k)) = O(\rho, \tau)
\]

which clearly ends the proof by the continuity and the positive definiteness of \( W \). \( \square \)

### 4. Illustrative example

Consider the PVTOL aircraft model (Martin, Devasia, & Paden, 1994) given by:

\[
y = -u_1 \sin \theta + \epsilon u_2 \cos \theta
\]

\[
z = u_1 \cos \theta + \epsilon u_2 \sin \theta - 1
\]

\[
\dot{\theta} = u_2
\]

where \( \theta \) is the roll angle, \( (y, z) \) is the plane on which the aircraft movement is projected with \( z \) being the vertical coordinate. \( u_1 \) and \( u_2 \) stand for the lift and the roll angle acceleration respectively. The system is discretized using a sampling period \( \tau = 100 \) ms. The control input has to satisfy the following saturation constraints \( u_1 \in [0, u_1^{\text{max}}]; u_2 \in [-u_2^{\text{max}}, u_2^{\text{max}}] \) where \( u_1^{\text{max}} > 0 \) and \( u_2^{\text{max}} > 0 \) are some given positive upper bounds. Note that for obvious feasibility reasons, the upper bound \( u_2^{\text{max}} \) must be sufficiently high to compensate the normalized gravity, namely \( u_2^{\text{max}} = 1 + \gamma \) with
The cost function $P$ is defined by:

$$P = \sum_{i=0}^{N_p} \left[ \|x^i(x, p) - x^d\|_{Q_0}^2 + \|U(i, p, x) - u^d\|_{R_0}^2 \right] \times \|x^{(N_p)}(x, p) - x^d\|_{Q_N}^2$$

where $x^d = (y^d, z^d, 0, 0, 0) \in \mathbb{R}^6$ using admissible controls. The parameterization map is given by:

$$U(i, p) = \text{Sat}_{[-e_{max}, e_{max}]} \left[ \text{Uunc}(i, p) \right]$$

Note that Assumption 1 is satisfied with the following definition of $p^+$:

$$p^+ = \text{diag} \left( e^{-3\lambda T}, e^{-3\lambda T}, e^{-6\lambda T}, e^{-3\lambda T}, e^{-6\lambda T}, \cdot \cdot \cdot \right) \cdot p$$

Note that this expression clearly satisfies assumption (4) of Lemma 3.2. The admissible set of parameters is taken as follows:

$$\mathcal{P} := [0, u_1^{max}] \times [-u_2^{max}, u_2^{max}]$$

The cost function $J(x, p)$ is defined by:

$$J(x, p) := \sum_{i=0}^{N_p} \left[ \|x^i(x, p) - x^d\|_{Q_0}^2 + \|U(i, p, x) - u^d\|_{R_0}^2 \right] \times \|x^{(N_p)}(x, p) - x^d\|_{Q_N}^2$$

and $Q_N = 0$ are used ($I_2$ denotes the identity matrix in $\mathbb{R}^{2 \times 2}$). The minimum number of elements $n_A = n_p = 6$ is used with the set $\Delta(p)$ defined by:

$$\Delta(p) := \{ p \cdot e \}_{i=1}^{n_p}$$

where $e_i$ is the $i$-element of the orthogonal basis of $\mathbb{R}^6$.

Fig. 2 shows the closed-loop behavior when the parameters $(n_{max}, n_m, r) = (1, 6, 5)$ are used. Note that this corresponds to 2 system simulations at each sampling period and satisfies the constraints $n_m \cdot n_{max} \geq n_p = 6$. This is the basic scenario that is used in Figs. 3–5 to illustrate the effect of different choices on the resulting performance.

Fig. 3 shows the relevance of the trust region adaption mechanism since it shows the closed-loop behavior of the cost function value in the absence of this mechanism and for two different values of the parameter $p$.

The relevance of the use of $r > 0$ is illustrated through Fig. 4 in which two different values $r = 0$ and $r = 5$ are used. A noticeable improvement of the decreasing rate of the cost function can be obtained at least than a 4% increase in the computational burden.

Finally, Fig. 5 goes deeper in the comparison by adding to the above two choices the following ones:

$$(n_{max}, n_m, r) = (3, 2, 5); \quad (n_{max}, n_m, r) = (3, 2, 15).$$

Moreover, zooms at different time intervals are proposed to better understand the effect of each parameter. More precisely, the following remarks can be made:

**Remarque 1**

The evolution of the closed-loop system under the proposed real-time NMPC schemes using the set of parameters $n_{max} = 1, n_m = 6$ and $r = 5$. The trust region algorithm is on with $\beta^+=1.2$ and $\beta^- = 0.8$. 

**Fig. 2.** Evolution of the closed-loop system under the proposed real-time NMPC schemes using the set of parameters $n_{max} = 1, n_m = 6$ and $r = 5$. The trust region algorithm is on with $\beta^+=1.2$ and $\beta^- = 0.8$. 

**Fig. 3.** Illustration of the efficiency of the trust region adaption mechanism of $p$. (Black): the same results as Fig. 2. (Blue-dashed): no trust region adaption (i.e. $\beta^+ = \beta^- = 1$) with the initial value $p = 0.1$. (Red-dot-dashed): no trust region adaption with the initial value $p = 0.3$ for the size of the investigated hypercube. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

$$\gamma > 0.$$ The control objective is to stabilize the system around $x^d = (y^d, z^d, 0, 0, 0, 0) \in \mathbb{R}^6$ using admissible controls. The parametrization map is given by:

$$U(i, p) = \text{Sat}_{[-e_{max}, e_{max}]} \left[ \text{Uunc}(i, p) \right]$$

Note that this expression clearly satisfies assumption (4) of Lemma 3.2. The admissible set of parameters is taken as follows:

$$\mathcal{P} := [0, u_1^{max}] \times [-u_2^{max}, u_2^{max}]$$

The cost function $J(x, p)$ is defined by:

$$J(x, p) := \sum_{i=0}^{N_p} \left[ \|x^i(x, p) - x^d\|_{Q_0}^2 + \|U(i, p, x) - u^d\|_{R_0}^2 \right] \times \|x^{(N_p)}(x, p) - x^d\|_{Q_N}^2$$

where $u^d = (0, 1)^T$. In the forthcoming simulations, the weighting matrices $Q_0 = \text{diag} (1, 1, 1, 10^{-2}, 10^{-2}, 10^{-2})$, $R_0 = 10^{-7} \cdot I_2$ and $Q_N = 0$ are used ($I_2$ denotes the identity matrix in $\mathbb{R}^{2 \times 2}$). The minimum number of elements $n_A = n_p = 6$ is used with the set $\Delta(p)$ defined by:

$$\Delta(p) := \{ p \cdot e \}_{i=1}^{n_p}$$

where $e_i$ is the $i$-element of the orthogonal basis of $\mathbb{R}^6$.

Fig. 2 shows the closed-loop behavior when the parameters $(n_{max}, n_m, r) = (1, 6, 5)$ are used. Note that this corresponds to 2 system simulations at each sampling period and satisfies the constraints $n_m \cdot n_{max} \geq n_p = 6$. This is the basic scenario that is used in Figs. 3–5 to illustrate the effect of different choices on the resulting performance.

Fig. 3 shows the relevance of the trust region adaption mechanism since it shows the closed-loop behavior of the cost function value in the absence of this mechanism and for two different values of the parameter $p$.

The relevance of the use of $r > 0$ is illustrated through Fig. 4 in which two different values $r = 0$ and $r = 5$ are used. A noticeable improvement of the decreasing rate of the cost function can be obtained at least than a 4% increase in the computational burden.

Finally, Fig. 5 goes deeper in the comparison by adding to the above two choices the following ones:

$$(n_{max}, n_m, r) = (3, 2, 5); \quad (n_{max}, n_m, r) = (3, 2, 15).$$

Moreover, zooms at different time intervals are proposed to better understand the effect of each parameter. More precisely, the following remarks can be made:
The use of a higher value of \( n_{\text{max}} \) (3 rather than 2) still improves the decrease of the cost function [sub-plot (1, 2)] as long as the value of the cost function is still sufficiently high.

However, when the state approaches the desired value, increasing \( n_{\text{max}} \) while keeping the product \( n_{\text{max}} \cdot N_m = 6 \) leads to a bad identification of how the cost function depends on \( x \) and this deteriorates the decrease of the cost function [sub-plot (2, 1)]. This can be viewed on the red-dotted line going above the (blue-dashed) one. Using a higher \( r = 15 \) enables to recover this lack of information [subplot (2, 2) in magenta-solid line] at a slight increase (10%) in the computational burden.

5. Conclusion and future work

In this paper, a novel framework is proposed that addresses the NMPC real-time implementation issue when applied to a system with fast dynamics. The framework is based on the control parametrization approach to enhance a rather low dimensional optimization problem. The latter is solved by a mixed (Sequential Quadratic)/(Trust region) approach based on recursive least squares based iterative identification of a quadratic approximation of the cost function as a function of the state vector and the vector of control parameters. An illustrative example shows the efficiency of the proposed scheme in achieving the control task that consists of stabilizing the PVTOL dynamics around some desired position while using only two system simulations, the solution of a low dimensional linear system (of dimension 90) and the solution of 6-dimensional quadratic program with 12 constraints at each sampling period. It is important to underline that the proposed scheme is intimately linked to the following particularities of the problem under consideration that are: the low dimensional parametrization of the control profile and the translatability property of the control parametrization map.
Future works will focus on investigating the performance of the proposed schemes on real-life systems including ones that involve real state dependent constraints.
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